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ABSTRACT: The possible geometrical structures and relative stability of silicon–sulfur
clusters (SiS2) (n = 1–6) are explored by means of density functional theory (DFT)
quantum chemical calculations. We also compare DFT with second-order Møller–Plesset
(MP2) and Hartree–Fock (HF) methods. The effects of polarization functions, diffuse
functions, and electron correlation are included in MP2 and B3LYP quantum chemical
calculations, and B3LYP is effective in larger cluster structure optimization, so we can
conclude that the DFT approach is useful in establishing trends. The electronic structures
and vibrational spectra of the most stable geometrical structures of (SiS2)n

− are analyzed
by B3LYP. As a result, the regularity of the (SiS2)n

− cluster growing is obtained, and the
calculation may predict the formation mechanism of the (SiS2)n

− cluster. c© 2001 John
Wiley & Sons, Inc. Int J Quantum Chem 81: 280–290, 2001
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Introduction

S ilicon is one of the most abundant elements
on the earth. Its importance in science and

technology results from its diverse usage ranging
from glass to catalysis to Si-based microelectronic
devices and optical fiber communications. That is
why silicon clusters have been the focus of a se-

Correspondence to: J.-K. Feng; e-mail: itcilu@public.cc.jl.cn.
Contract grant sponsor: National Natural Science Foundation

of China.

ries of experimental and theoretical studies. With
the development of the computer and the algo-
rithms of quantum chemistry, more and more the-
oretical studies were reported and which would
even give some predictions before experiment. Re-
lated calculations to silicon clusters have proved to
be invaluable in understanding the various experi-
mental phenomena of silicon clusters. For example,
Raghavachari and Rohlfing [1, 2] calculated the
geometry and vibrational frequencies of neutral sili-
con clusters and anions of silicon clusters before any
relative experiments. A series of theoretical stud-
ies on binary clusters containing silicon, such as
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SILICON–SULFUR CLUSTERS

Si–Na [3, 4], Si–F [5], Si–O [6 – 8], and so on, have
been carried out in the last decade.

Sulfur has the largest number of allotropes of any
element. The study of the geometric and electronic
structure of sulfur is very important in investigat-
ing properties and applications of it. Much atten-
tion was paid to sulfur clusters and binary clusters
containing sulfur. Hohl and Raghavachari and co-
workers [9, 10] investigated the geometric of and
electronic structures of sulfur clusters. The binary
clusters such as C–S [11, 12], Ag–S [13, 14], and
W–S [15] have been explored with quantum chem-
istry methods.

Recently, silicon–sulfur cluster anions and cat-
ions have been produced. And now in this work we
calculate (SiS2)n

− (n = 1–6) clusters and predict the
formation mechanism of the (SiS2)n

− cluster.

Experimental Results

Silicon–sulfur cluster anions and cations have
been produced using direct laser ablation on a solid
sample containing a mixture of sulfur and silicon
powder. The photodissociation of the clusters was
studied with a tandem time-of-flight (TOF) mass
spectrometer. There are many intense peaks of clus-
ter anions and cations in the mass spectra, such
as (SiS2)n

±, [(SiS2)nS]±, [(SiS2)nSiS]+, [(SiS2)nSi6S]−,
[(SiS2)nSi6]−, etc. And (SiS2)n

− are the more intense
peaks (Fig. 1). We also studied the mass spectra of
the small mass clusters distribution and found that
the peaks of (SiS2)n

− (n = 1, 2) are the more intense
ones also. It indicates that (SiS2)n

− clusters are more
stable clusters. From the results of the experiment,

FIGURE 1. TOF mass spectra of Si/S cluster ions produced by laser ablation of mixture of Si and S (Si:S = 1:1).
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FIGURE 2. Geometrical structures of SiS2
− isomers.

we may predict that when the powders of silicon
and sulfur are mixed together, as the laser energy
was added, silicon and sulfur atoms reacted and
produced SiS2

−, while with the energy increased,
more and more silicon and sulfur atoms gather and
form (SiS2)n

−. In this work we calculate (SiS2)n
−

(n = 1–6) clusters by quantum chemistry method
and predict the formation mechanism of the (SiS2)n

−
cluster.

Computational Details

The geometric and electronic structures of the
(SiS2)n

− (n = 1, 2) cluster ions were studied by
means of unrestricted Hartree–Fock (HF), B3LYP
[16 – 18], and second-order Møller–Plesset (MP2)
with polarized and diffuse function 6-31+G∗ basis
set [19 – 23] available in the GAUSSIAN94 pack-
age [24]. In general there are not severe discrep-
ancies between the HF, MP2, and B3LYP geomet-
ric parameters and the equilibrium geometry is
close. Both MP2 and B3LYP include electron cor-
relation, but B3LYP is effective in larger cluster

structure optimization, so we can conclude that the
density functional theory (DFT) approach is use-
ful in establishing trends. There also have been
many theoretical studies indicating that DFT is re-
liable in the geometry optimization of binary clus-
ters containing silicon or sulfur [25 – 28]. In this
studys the geometric and electronic structures of
the (SiS2)n

− cluster ions and the harmonic vibra-
tional frequencies of the most stable isomers were
studied by means of unrestricted DFT. The standard
three-parameter Becke exchange functional with the
Lee, Yang, and Parr non-local correlation function
(B3LYP).

Individual Clusters

SiS2
−

SiS2
− the smallest one, can be regarded as the

core of (SiS2)n
− clusters. In Figure 2, the possi-

ble geometries of the SiS−2 clusters are given. The
parameters of SiS2

− optimized by HF, MP2, and
B3LYP are shown in Table I. The bond lengths

TABLE I
Geometric parameters (bond length in Å, bond angle in degrees) of SiS2

− optimized by HF, MP2, and B3LYP.

Optimized value
Geometrical

Structure Symmetry State parameter HF MP2 B3LYP

1 D∞h
26g Si–S 2.023 2.020 2.065

2 C∞v
26g Si–S2 2.0435 1.942 1.962

S1–S2 2.1377 3.589 3.117

3 C2v
2B2 Si–S 2.099 2.097 2.127

S–Si–S 91.794 90.669 92.199

4 Cs
2A′ Si–S1 2.070 2.070 2.093

S1–S2 2.110 2.078 2.111
S2–S1–Si 112.577 115.817 117.927

282 VOL. 81, NO. 4
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and bond angles do not have severe discrepan-
cies among the three methods. In general, the bond
lengths are longer and the bond angles larger by
B3LYP. But in structure (2) is a special case with HF,
the bond length of S1–S2 is 2.138 Å, much shorter
than 3.589 Å in MP2, or 3.117 Å in B3LYP. Even
though the binding of S–S is greater by HF, the to-
tal energy is very high, and there are imaginary
frequencies. So we can infer that the electron cor-
rection is very important in the (SiS2)n

− cluster. By
MP2 and B3LYP, the Si–S bond lengths in struc-
ture (1) and (3) are similar. There are S–S bonds in (2)
and (4), but the S–S bond length of (2) is longer
than 3 Å, the binding is very weak, the bond is
likely broken, so (2) is not a stable structure, and
this conclusion can be provided by its vibrational
spectrum, which has an imaginary frequency. All
the three methods indicate that structures (3) and (4)
are equilibrium structures, and structure (3) is the
more stable one, which has symmetry of C2v, the

electronic state is 2B2. Vibrational analysis reveals
that the 2B2 state is a true minimum on the SiS2

−
potential energy surface. But the vibrational fre-
quencies of structure (1) are all positive with the
MP2 method, so one can infer that structure (1)
is another equilibrium structure under the MP2
level.

(SiS2)2
−

(SiS2)2
− can be regarded as the dimer of SiS2

and SiS2
− with the binding of Si–S, Si–Si, and S–S

as shown in Figure 3. The structures of (SiS2)2
−

are also optimized by HF, MP2, and B3LYP and
the geometric parameters are, respectively, shown
in Table II for comparison. There are no se-
vere discrepancies among the bond lengths by
these three methods. It can be seen from the to-
tal energy of all three methods that the most
stable structure is (5), which has C2v symmetry,
and it is the only structure for which frequen-

FIGURE 3. Geometrical structures of (SiS2)2− isomers.

INTERNATIONAL JOURNAL OF QUANTUM CHEMISTRY 283



WANG ET AL.

TABLE II
Geometric parameters (bond length in Å) of (SiS2)2

− optimized by HF, MP2, and B3LYP.

Optimized value
Geometrical

Structure Symmetry State parameter HF MP2 B3LYP

1 D2h
2Ag Si–S1 2.156 2.174 2.216

Si–S2 1.963 1.986 2.013

2 Cs(1)
2A′ Si1–S1 1.986 2.026 2.050

Si1–S2 2.208 2.159 2.039
Si1–S4 1.974 1.977 2.046
Si2–S2 2.112 2.160 2.356
Si2–S3 1.968 1.995 1.981

3 C2v(1)
2B1 Si–S1 1.978 1.984 2.000

Si–S2 2.179 2.183 2.209
Si–Si 2.229 2.252 2.257
S2–S2 2.106 2.119 2.143

4 Cs(2)
2A′′ Si1–S1 2.029 2.028 2.038

Si1–S2 2.005 2.019 2.050
Si2–S2 2.876 2.626 2.651
Si2–S3 1.953 1.982 1.999

5 C2v(2)
2B1 Si1–S1 2.139 2.137 2.167

Si2–S1 2.200 2.195 2.229
Si2–S2 2.058 2.053 2.075

cies are all positive. The difference from other
structures is that the charges on Si1, S1, and S2
are all negative. From this result, we can con-
clude that there is stronger covalent binding in the
most stable structure of (SiS2)2

−. In the structure
with C2v symmetry of (SiS2)2

−, the electronic state
is 2B1.

(SiS2)3
−

We designed the structures of trimer with the
same scheme, as constructing of the dimer, that is,
the binding of Si–S is the main binding effect among
monomers. The structures optimized by B3LYP are
shown in Figure 4. The energy stability order is
obtained as (5) > (4) > (2) > (1) > (3). We
find that trimer trends to be of the tetratomic ring
structure with the rings perpendicular to each other,
but for structure (4), even if its total energy is
very low, but there is an imaginary frequency in
its theoretical vibrational analysis, so it is not the
candidate of stable structure of (SiS2)3

−. The most
stable structure of (SiS2)3

− is the tetratomic rings
structure (5) with C2v symmetry with 2A1 electronic
state.

(SiS2)4
−

The optimized geometrical structures of (SiS2)4
−

by B3LYP are shown in Figure 5. The energy sta-
bility order is (5) > (2) > (4) > (1) > (3).
The difference among these five structures is that
the rings in structures (2), (4), and (5) are per-
pendicular to each other, while the rings in (1)
and (3) are co-planar. It indicates that if all S
atoms binding to the Si atoms are all in the
same plane, there will be a large repulsion be-
tween S atoms, so the structures will be unstable.
But there are imaginary frequencies in the vibra-
tional analysis of structures (4) and (2), so struc-
ture (5) with C2v symmetry is the only most sta-
ble structure of (SiS2)4

−, and the electronic state
is 2A2.

(SiS2)5
−, (SiS2)6

−

Based on the conclusions from geometric struc-
tures of (SiS2)n

− (n = 1–4), we may conclude that
the most stable structure of (SiS2)n

− has C2v sym-
metry, and the formation regularity is that basing
the structure of SiS2

− with C2v symmetry adding

284 VOL. 81, NO. 4
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FIGURE 4. Geometrical structures of (SiS2)3− isomers.

units of SiS2 through the binding of the two S
atoms with Si atom forming tetratomic rings per-
pendicular to each other. So we designed pen-
tamer (SiS2)5

− and hexamer (SiS2)6
− according to

this regularity shown as Figure 6. Vibrational fre-
quencies are all positive for (1) and (2) under the
B3LYP method, so the structures with C2v symme-

FIGURE 5. Geometrical structures of (SiS2)4− isomers.

try of (SiS2)5
−, (SiS2)6

− are stable structures. And
this result provides the regularity of (SiS2)n

− forma-
tion.

Results and Discussion

The geometric and electronic structures of
(SiS2)n

− (n = 1, 2) cluster ions were studied by
means of unrestricted HF, DFT/B3LYP, and MP2
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FIGURE 6. Geometrical structures of (SiS2)5−, (SiS2)6− isomers.

with polarized and diffuse function 6-31+G∗ ba-
sis set. In general there are no severe discrepancies
between the MP2 and B3LYP geometric parame-
ters and the equilibrium geometry is close. Both
MP2 and B3LYP include electron correction, but
B3LYP is effective in larger cluster structure op-
timization, so we can conclude that the DFT ap-
proach is useful in establishing trends. In order to
make a systemic study on the formation of (SiS2)n

−
(n = 1–6), our discussion is based on the result of
DFT/B3LYP.

In Table III, we present the bond length, Mul-
liken charge on the equilibrium geometry of (SiS2)n

−
(n = 1–6) clusters. SiS2

− as the core of (SiS2)n
−,

there is a large negative charge on the S atoms,
so when forming dimer, the reaction likely happen
on the S atoms of SiS2

− and the Si atom of SiS2,
for the net charge on the Si atom in SiS2 is posi-
tive. The regularity of other oligomers formation is
also like this. The conclusion can be inferred from
the net charge of (SiS2)2

−, in all the oligomers, the
net charge on terminal S atoms (denoted as S(t))
is negative, and on terminal Si atom (denoted as
Si(t)) is positive. With the clusters chain growing, the
bonds Si(t)–S and S(t)–Si change slightly, the bond
length of Si(t)–S is from 2.167 to 2.196 Å, and that

of S(t)–Si is from 2.075 to 2.064 Å. The bond length
of Si–S in the cluster chain is almost similar, ex-
cept the bond of the Si atom, which bind to S(t),
and S atoms in chain (denoted as S(b)); its bond
length is from 2.230 to 2.251 Å. We conclude that
decomposition reaction may happen in this posi-
tion.

With the clusters chain growing, the net charge
on terminal Si atom and terminal S atoms change
slightly; on Si(t) it is from 0.25 to 0.35 (n =
3–6), and S(t) is from −0.30 to −0.26, and the
charge on Si atom, which binds to S(t), is neg-
ative; we can conclude that the bond between
terminal S atoms and Si atom is a stronger co-
valent bond, and the polarity is becoming weak
with the clusters chain growing. The charge on the
S atoms in the chain (denoted as S(b)) is becom-
ing smaller and smaller; on some S atoms it is less
than ±0.01 [in (SiS2)6

−]. It is said that with the
cluster growing, the polarity on the whole chain
becomes great; the charge transfers to the terminal
atoms.

In Table III, we present binding energies as well
as average binding energies. The binding energy is
defined as

Eb = E
(
(SiS2)n

−)− nE(Si)− 2nE(S),

286 VOL. 81, NO. 4
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TABLE III
Symmetry, state, bond length, and Mulliken charge binding energy and average binding energy of (SiS2)n

−
(n = 1–6) optimized by B3LYP.

Clusters Symmetry State Bond length (Å) Mulliken charge EB (eV) 〈EB〉 (eV)

SiS2
− C2v

2B2 Si–S 2.117 Si −0.0806 10.3020 10.3020
S −0.4597

(SiS2)2− C2v
2B1 Si1–S1 2.167 Si1 −0.1670 21.9699 10.9850

Si2–S1 2.230 Si2 −0.2228
Si2–S2 2.075 S1 −0.1597

S2 −0.3124

(SiS2)3− C2v
2B2 Si1–S1 2.179 Si1 0.2480 33.3005 11.1002

Si2–S1 2.193 Si2 −0.3166
Si2–S2 2.115 Si3 −0.1021
Si3–S2 2.251 S1 −0.0931
Si3–S3 2.068 S2 −0.0242

S3 −0.2973

(SiS2)4− C2v
2A2 Si1–S1 2.186 Si1 0.3014 44.2201 11.0550

Si2–S1 2.177 Si2 −0.4449
Si2–S2 2.129 Si3 −0.0214
Si3–S2 2.210 S4 −0.3151
Si3–S3 2.112 S1 −0.0710
Si4–S3 2.264 S2 −0.0334
Si4–S4 2.076 S3 −0.0064

S4 −0.2160

(SiS2)5− C2v
2B2 Si1–S1 2.193 Si1 0.3362 55.8010 11.1620

Si2–S1 2.166 Si2 −0.3832
Si2–S2 2.138 Si3 −0.1398
Si3–S2 2.190 S4 0.0480
Si3–S3 2.126 S5 −0.2607
Si4–S3 2.213 S2 −0.0542
Si4–S4 2.109 S2 −0.0387
Si5–S4 2.257 S3 −0.0050
Si5–S5 2.065 S4 −0.0173

S5 −0.2614

(SiS2)6− C2v
2B1 Si1–S1 2.196 Si1 0.3509 66.9982 11.1664

Si2–S1 2.160 Si2 −0.2980
Si2–S2 2.145 Si3 −0.3004
Si3–S2 2.179 Si4 −0.0900
Si3–S3 2.136 Si5 −0.1393
Si4–S3 2.193 Si6 −0.3006
Si4–S4 2.124 S1 −0.0410
Si5–S4 2.215 S2 0.0570
Si5–S5 2.107 S3 0.0040
Si6–S5 2.258 S4 −0.0058
Si6–S6 2.064 S5 −0.0092

S6 −0.2557

where E is the total energy of the cluster or atom as
indicated. The average binding energy is indicated
as the binding energy of per unit in different cluster
(SiS2)n

−.

The relative stability of these clusters can be bet-
ter understood by calculating the energy gained
by adding successive SiS2 units to (SiS2)n

− clusters.
We define 1E(n), the energy gain in adding a SiS2
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FIGURE 7. Plot of energy difference1E(n) as
a function of cluster size n.

monomer to (SiS2)n
− cluster, as

1E(n) = −E(n+ 1)+ E(n), n ≥ 1.

In Figure 7 we plot 1E(n) as a function of n. Note
that the energy gain in adding SiS2 to a (SiS2)n

− clus-
ter abruptly decrease from n = 1 to 3, and then vary
nonmonotonically with clusters size, the energy is
lower when n = 3 and 5, and higher at n = 2
and 4. It may indict that the stability regularity of
the cluster has odd–even effect; the cluster that has
odd units is more stable than even one.

The orbital energy of highest occupied molecular
orbital (HOMO) and lowest unoccupied molecular
orbital (LUMO), HOMO–LUMO gaps of (SiS2)n

−
are shown in Table IV. That the HOMO energy is
rather low, and increases monotonically, it may in-
dicate that the electron on the HOMO of SiS2

− is
more likely to lose. The HOMO–LUMO gaps in
general decrease with the size of clusters increas-
ing; this may indicate that the cluster (SiS2)n

− has
more activity in chemical reaction with the size in-
creases.

In Table V, we present the vibrational frequen-
cies of the most stable structure of (SiS2)n

− clusters.
From the analysis of the vibrational spectra of the
clusters, the conclusion may be obtained that the
most intense infrared vibrations are all a1 symme-
try, and the modes of the vibration are all Si atoms
stretching vibrations along the molecular axis.

Conclusions

In summary, we have calculated the equilibrium
geometry, energies, and electronic structure and vi-
brational spectra of (SiS2)n

− (n = 1–6) clusters
using the density function theory (DFT/B3LYP).
We note that the most stable structures of (SiS2)n

−
have tetra-atomic ring chains of Si and S atoms
bonded alternatively, and the rings are perpendic-
ular to each other. It is predicted that the clusters
growing trend of (SiS2)n

− bases on the binding of
Si and S atoms, with SiS2

− as the core and SiS2 as
the unit. The bond of Si–S(t) in the clusters is strong
covalent binding, and, with the cluster growing, the
polarity on the whole chain become great and the
charge transfers to the terminal atoms. We also pre-
dict the vibrational spectra of (SiS2)n

− clusters, that
the characteristic infrared absorb is Si atoms stretch-
ing vibration along the molecular chain, and the
range is from 519 to 586 cm−1.
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TABLE IV
Molecular orbitals and orbital energies of the most stable isomer of (SiS2)n

− (n = 1–6).

Molecular orbital Orbital energy

Cluster Symmetry State HOMO LUMO HOMO LUMO Energy gap

SiS2
− C2v

2B2 a1 b2 −1.1143 −0.6539 0.4664
(SiS2)2− C2v

2B1 a2 b1 −2.3804 −0.4348 1.9456
(SiS2)3− C2v

2A1 a2 b2 −2.6969 −0.6150 2.0819
(SiS2)4− C2v

2A2 b1 b1 −2.7121 −0.7159 1.9962
(SiS2)5− C2v

2B2 a2 b1 −2.9409 −1.2517 1.6892
(SiS2)6− C2v

2B1 a2 b1 −2.9910 −1.6106 1.3804

288 VOL. 81, NO. 4
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TABLE V
Normal-mode vibrational frequencies (cm−1) of the most stable isomer of (SiS2)n

− (n = 1–6) by B3LYP.a

Cluster Symmetry Vibrational frequencies

SiS2
− C2v 185/1.4(a1) 418/14.1(b2) 535/55.6(a1)

(SiS2)2− C2v 75/0.0(b1) 109/0.0(a2) 138/3.1(a1) 179/0.4(b2)

203/0.3(b1) 252/6.4(a1) 353/2.2(b2) 379/21.4(a1)
491/107.7(a1) 509/86.2(b2) 520/1.3(b1) 586/216.0(a1)

(SiS2)3− C2v 28/0.1(b2) 66/0.2(b1) 76/0.0(a2) 116/0.0(a2)
121/3.4(a1) 150/0.5(b2) 165/1.4(b1) 186/6.2(a1)
203/0.4(b2) 215/0.0(b1) 299/0.5(a1) 361/15.2(b1)
362/50.5(a1) 383/1.8(b2) 406/37.9(a1) 482/164.9(a1)
519/71.4(b2) 530/0.4(b2) 562/535.3(a1) 588/78.1(b1)
600/4.4(a1)

(SiS2)4− C2v 16/0.5(b1) 23/0.3(b2) 56/0.0 (a2) 62/1.9(b1)
104/0.9(a1) 105/0.0(a2) 108/32.9(b1) 128/0.0(a2)
134/1.1(b2) 167/2.9(a1) 178/3.7(b1) 180/1.1(b2)
211/0.2(b2) 212/2.6(b1) 243/0.4(a1) 322/12.3(a1)
256/11.8(b2) 260/35.3(a1) 388/5.5(b2) 391/91.4(a1)
402/8.4(b1) 414/36.5(a1) 452/108.2(b1) 476/248.7(a1)
519/484.2(a1) 527/61.2(b2) 562/376.3(a1) 582.9/77.4(b2)
585.6/72.1(b1) 599.3/0.9(a1)

(SiS2)5− C2v 16/0.5(b2) 17.5/0.6(b1) 28/0.1 (b2) 45/0.0(a2)
63/0.1(b1) 83/0.0(a2) 89/2.1(a1) 108/0.0(a2)
113/0.0(a2) 127/1.0(b2) 130/0.1(b1) 142/8.3(a1)
162/0.5(b2) 172/1.9(b1) 194/0.1(b2) 199/0.1(a1)
202/0.1(b1) 218/0.2(b2) 222/0.3(b1) 269/5.9(a1)
330/5.7(a1) 356/14.2(b1) 359/53.8(a1) 389/6.8(b2)
390/45.8(a1) 401/6.6(b2) 405/110.0(a1) 416/2.1(b1)
419/41.7(a1) 471/278.4(a1) 533/0.5(b2) 534/59.5(b2)
537/1458.4(a1) 577/0.9(a1) 584/53.7(b1) 588/66.2(b2)
593/84.7(b1) 597/33.4(a1) 608/0.1(a1)

(SiS2)6− C2v 12/0.7(b1) 13.5/0.7(b2) 26/0.1 (b1) 26/0.2(b2)
38/0.0(a2) 62/0.1(b1) 71/0.0(a2) 77/1.8(a1)
96/0.0(a2) 110/0.0(a2) 113/0.0(a2) 121/0.0(b2)
125/0.2(b1) 130/8.1(a1) 147/0.8(b2) 157/1.7(b1)
174/0.7(a1) 180/0.8(b2) 186/0.3(b1) 203/0.0(b2)
209/0.6(b1) 220/0.1(b2) 224/0.1(b1) 233/4.0(a1)
290/0.5(a1) 337/29.3(a1) 354/14.2(b2) 359.4/23.8(a1)
386/80.8(a1) 388.8/9.4(b2) 399/5.8(b1) 401/59.5(a1)
412/111.6(a1) 415/2.9(b2) 422/44.4(a1) 423/0.7(b1)
468/334.4(a1) 528.6/2001.5(a1) 534/2.9(b1) 538/54.6(b2)
568/1.0(a1) 584/32.7(b1) 586/51.8(b2) 589/100.1(b1)
589/48.8(a1) 595/81.2(b2) 602/1.0(a1) 611/3.3(a1)

a Frequency/IR intensity (symmetry), IR intensity in km/mol.
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